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 Interpreting data in tables into narratives is necessary because tables cannot explain their own data. 
Additionally, there is a need to produce more analytic narratives from the results of numerical 
reasoning on data from tables. The sequence-to-sequence (Seq2Seq) encoder-decoder structure is the 
most widely used in table-to-text generation (T2XG). However, Seq2Seq requires the linearization of 
tables, which can omit structural information and create hallucination problems. Alternatively, the 
graph-to-sequence (Graph2Seq) encoder-decoder structure utilizes a graph encoder to better capture 
important data information. Several studies have shown that Graph2Seq outperforms Seq2Seq. Thus, 
this study applies Graph2Seq to T2XG, leveraging the structured nature of tables that can be 
represented by graphs. This research initiates the use of Graph2Seq in T2XG with GCN-RNN and 
GraphSage-RNN, aiming to improve narrative generation from tables through enhanced numerical 
reasoning. Based on the automatic evaluation of the application of Graph2Seq on the T2XG task, it 
has the same performance as the baseline model. Meanwhile, in human evaluation, Graphsage-RNN 
is better able to reduce the possibility of hallucinations in text compared to the baseline model and 
GCN-RNN. 
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1.  INTRODUCTION 
Data volume is currently growing very rapidly and the most commonly used form of data presentation is tables. Tables 
can arrange data in a standard structure so that it is easier to find and compare information [1]. Nonetheless, it is important 
to interpret data in tables [2] because tables cannot explain the data themselves. Tables accompanied by text can help 
interpret the information in tables more easily. As an illustration, Figure 1(a) shows a table that only has column subjects, 
headers, data, and without a narrative explaining the table. Figure 1(b) shows a table equipped with a narrative explaining 
the data in the table. Figure 1: Illustration of (a) tables without narration and (b) tables with narration explaining the data 
in the table. Boxes with the same color show the association between narrative and data. Generally, text is made manually 
by humans by making direct observations on tables commonly found in scientific journals, creating NBA news, statistical 
reports, financial reports, medical reports, etc. Therefore, automation of text generation from tables is necessary due to 
the increasing number of tables. In this regard, Table-to-Text Generation (T2XG) can be applied, where T2XG aims to 
produce descriptive text that is factual or contextually aligned based on the data in the table [3]. 
 

 

Figure 1: Illustration of (a) tables without narration and (b) tables with narration explaining the data in the 
table. Boxes of the same color indicate associations between the narration and the data in the table 

 
In general, T2XG can be divided into two categories: pipe patterns and end-to-end models [4]. Pipeline patterning is a 
traditional method based on rules and templates that consists of three successive processes, namely content planning, 
sentence planning, and linguistic realization. In the pipeline pattern, facts and conclusions in the text can be interpreted 
and controlled more. However, the solution for this approach is done manually because it is necessary to select rules and 
templates that match the table format [5]. Meanwhile, the end-to-end model is a neural network model that relies more 
on data without manual intervention and uses more encoder-decoder structures, namely sequence-to-sequence (Seq2Seq) 
[6]. Seq2Seq uses input in the form of a sequence, so the table needs to be linearized following a certain format so that it 
can be processed in the model, as shown in Figure 2. 
 

 

Figure 2 - Illustration of making table-to-text using sequence-to-sequence architecture 
 
However, maintaining harmony between descriptive text and facts in tables is not enough because it is necessary to 
produce texts that are more analytical [7]. In general, analytical texts are made from the results of numerical reasoning 
as indicated by conclusions (“better”, “decreased”, and “increased by”) and calculated data (“2.46 percent” and “5.58 
percent”) in the form table. Therefore, many researchers use the pre-trained language model (PLM), which is the Seq2Seq 
architecture, to generate narratives from tables with numerical reasoning. [8] trained BART [9] and T5 [10] using table 
linearization as input. Linearization follows the <R>, <C>, and <CAP> formats that represent the start of new rows, cells, 
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and table headings. The evaluation results show that T5 is better than BART at T2XG. [11] calculates the maximum, 
minimum, and difference values for each column in the table. The information is then fed into a template adopted from 
[12] to retrain GPT2 [13] and T5. The results showed that T5 with an encoder-decoder architecture was better at producing 
text than GPT2, which was only a decoder model. [14] used the dataset and format used by [8] on BART and T5. 
  
However, the Seq2Seq model often fails to function as expected because the table linearization process cannot maintain 
the data structure in the table, causing loss of structural information and hallucination problems [15], [16]. Hallucinations 
are an anomaly that can cause the text to have conflicting data from the table and the text can also have conclusions that 
are not in the table. Of course, these hallucinations can lead the resulting text to wrong conclusions and understanding of 
the tables. As an illustration, Figure 3. demonstrated two types of hallucinations on the T2XG. Text marked with a red 
box is a fact that contradicts the data in the table, while text in a blue box is text whose information is irrelevant or not 
mentioned in the table. 
 

 

Figure 3 - Examples of text in the table containing hallucinations are adapted from [17]. The correct fact in the 
red box is 18-5 and the blue box is a fact that is irrelevant to the contents of the table. 

 
In addition to Seq2Seq, there is graph-to-sequence (Graph2Seq) which uses a graph encoder and a sequence decoder. 
The graph encoder accepts the graph as input and represents the structural information of the graph (nodes, neighbors 
and edges) into a vector space [18]. Then the vector is sent to the sequence decoder to produce text. The graph encoder 
has a better ability to capture important information in the data. It has been seen in several studies that Graph2Seq is able 
to outperform Seq2Seq, among others in the tasks of generating comments [19], rendering Graphs to text and syntactic-
based neural machine translation [20], [21], [22]. Thus, compared to Seq2Seq, Graph2Seq has advantages in preserving 
data structure, capturing important information from tables, and reducing the problem of hallucinations. However, until 
now, there has been no research that applies Graph2Seq to T2XG because the input required by Graph2Seq is a graph, 
not a table. Meanwhile, tables are basically structured information that can be represented as graphs [2], [3], [11], [14], 
[15]. So Graph2Seq can be a potential solution for generating more accurate text, especially by capturing important 
information from tables, thus helping to reduce the occurrence of hallucinations. For this reason, there is a need for a 
table to graph conversion mechanism so that Graph2Seq can be applied to TX2G. 
  
One approach that can be applied in representing tables in graphical form is the Relational Database to RDF Mapping 
Language (R2RML) approach. In representing data in tables, R2RML uses the perspective that in one subject, the column 
acts as a node, the column header as an edge, and the data as a node. Based on this mapping, the graph for the first row 
can be seen in Figure 4(b). 

 

Figure 4 - Illustration of table representation into a graph using R2RML perspective. 
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This study intends to apply Graph2Seq to solving T2XG problems. The idea is to first convert the table structure into a 
graph, which is then embedded into the vector space using a graph encoder such as GNN. The vector is then passed to a 
sequence-based decoder such as an RNN, to generate text. This study began with GNN variants, namely Graph 
Convolutional Network (GCN) [23] and Graph-SAGE [24] as graph encoders, respectively each is paired with an RNN 
as a sequence decoder. GCN is the most popular GNN variant used, while Graph-SAGE is computationally efficient 
because it uses a sampling method on its nodes. 
In this paper, the following research questions have been proposed: 

• How do Graph2Seq models compare to Seq2Seq models in terms of accuracy and coherence in table-to-text 
generation? 

• What are the specific advantages of using the GCN-RNN and GraphSage-RNN models for T2XG? 
• Can Graph2Seq models effectively handle numerical reasoning tasks in the context of T2XG? 

 
The aim of this research is to overcome the limitations of the Seq2Seq model in table-to-text generation (T2XG) with 
numerical reasoning, namely loss of data structure in tables and hallucinations. Additionally, to explore the potential of 
Graph2Seq models (especially GCN-RNN and GraphSage-RNN) in generating accurate and coherent narratives from 
tabular data. As a research contribution, we developed two T2XG models based on the Graph2Seq architecture, namely 
the T2XG model with GCN-RNN and Graphsage-RNN. 
  
The primary benefit of this research is the potential to produce more accurate and coherent narratives from tables. This 
improvement has wide-ranging implications for various fields, including: 

• Data journalism: Automated generation of news articles from statistical data. 
• Financial Analysis: Enhanced reporting from financial tables and spreadsheets. 
• Scientific Communication: Improved generation of summaries and reports from experimental data tables. 

  
The limitations of this study use a dataset which is a collection of numerical tables from scientific journals with 
descriptions in English. The dataset is taken from a study by [11] https://github.com/titech-nlp/numeric-nlg. The table 
types used are Single-cell-subject table and Composed-subject table and have header information. The input used is only 
tables and table captions, without involving context outside the table. The type of GNN used is a variant of GNN, namely 
Graph Convolutional Networks (GCN) [23] and Graph-SAGE [24]. The sequence decoder used is an RNN with an 
attention mechanism [25]. 
 
2. METHOD 
2.1. Dataset and Baseline 

This study uses research from [11], 2021 as a baseline, which in its research uses the Seq2Seq-based pretrained T5 model, 
which is equipped with a copy mechanism to generate text from tables. This model has the smallest hallucination score 
among the models offered, namely 50%. Meanwhile, this study uses the numericNLG dataset [11], which is a collection 
of numerical tables from English-language scientific journals with descriptions produced by experts with rich inferences. 
Dataset details can be seen in Table 1. 

Table 1 – Details of numericNLG dataset 
Dataset Number of 

Tables 
Train Dev Test Vocabulary Domain Format 

numericNLG 1.3 K 1.084 136 135 19.6 K Scientific Json 
 
 
2.2. Proposed method 

The method in this study begins by making a graph of the input table, which consists of four processes. (1) Preprocessing, 
which aims to clean and normalize the target text from symbols, HTML tags, and accented characters. (2) Detect and 
determine the subject in the table. (3) Enrich the table by adding information from the results of numerical reasoning. (4) 
Build graphs based on tables that have been enriched with numerical reasoning. The graph will then be used as input to 
the encoder-decoder model, GCN-RNN or Graphsage-RNN, to generate text. Overall, this research method is shown in 
Figure 5. 
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Figure 5 - Proposed method 
 

2.3. Graph construction 

2.3.1. Preprocessing 

The datasets will be cleaned and normalized to target text symbols, HTML tags, and accented characters. 
 
2.3.2. Subject detection 

After preprocessing, the next step is to detect and determine the subject of the table. The types of tables used in this study 
are Single-cell-subject tables and Composed-subject tables. In a single-cell subject table, each row and corresponding 
column describe only one subject, and all subject labels are in a single column. While the subject-compiled table is a 
table that requires a combination of several cells to form the subject of each row. As an illustration, Figure 6 shows that 
(a) is a single-cell subject table so that the values in the first column, namely "transformer" and "this job" become the 
subject of the table. (b) Tables with categories consist of subject tables that have two subject columns so that the values 
in the two columns need to be combined into a subject table. For example, "Wikipedia" and "Linguistics" in the first line 
would need to be concatenated into "Wikipedia Linguistics" to become the subject of the table. The process of merging 
these two values is carried out until the last row. In the numericNLG dataset, there is information in the "row header" 
which consists of n values that form the subject of the table. If n > 1, then the subject of the table is the result of combining 
the values in the "header row". 
 

 

Figure 6 - Determine the subject table from (a) a single-cell subject table and (b) an array of subject tables. 
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Figure 7 - Example of numericNLG dataset in json format. 
 

2.3.3. Numerical reasoning 

After detecting and determining the subject in the table, the next step is to perform numerical reasoning on the table, 
which aims to enrich the information from the table. Numerical reasoning is performed for each column and the result is 
added as a new column in the table. Tables that have been enriched with numerical reasoning are then referred to as 
extended tables. As seen in Figure 8, the blue text is the result of numerical reasoning added to the table as a new column. 
Referring to [26], [27], [7], [28], this study uses numerical reasoning that is commonly used, namely 

• Minimum: Numerical reasoning to get the subject with the lowest score for column k. The subject with the 
lowest score in column k is given a TRUE score, while the other subjects are given a FALSE score. Reasoning 
results are given column names in the format "min + column name k.". 

• Maximum: Numerical reasoning to find the subject with the highest score for column k. The subject with the 
highest score in column k was given a TRUE score while the other subjects were given a FALSE score. 
Reasoning results are given column names in the format "max + column name k". 

• Ordinal: Numerical reasoning to get the order of values from the largest to the smallest for column k. The subject 
with the highest score in column k is given a value of 1 while the subject with the second highest score is given 
a value of 2 and so on until the subject with the lowest score. Reasoning results are given column names in the 
format "ord + column name k". 
 

  

Figure 8 - An extended table example of a table adopted from [28] which has gone through numerical reasoning. 
The blue column is an additional column for the results of numerical reasoning. 
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2.3.4. Table-to-graph 

The next step is to build the graph using the R2RML perspective on the extended table. Each row in one table column 
will be mapped as node-edge-node. Each subject table that has been determined in the subject detection process will be 
mapped into a node in the graph. Then every column header, including the reasoned column headers, in the table will be 
edgemapped. Furthermore, each value from the column will be mapped into nodes, including the values resulting from 
numerical reasoning. But for numerical reasoning "maximum value" and "minimum value" only actual values are 
included in the graph. This is done so that the graphs produced are more efficient but still informative. 
 
Based on Figure 8, the table with red boxes, namely "Transformer" and "this work" is the subject of the table to be 
mapped as a node. Tables marked with green boxes i.e. "maxdev", "mindev", "orddev" and so on, will be mapped as 
edges, whereas any values given in the yellow boxes will be mapped as nodes. In addition, the information in the table is 
also added to the graph as additional information. Each token in the description in the table, as given in the blue box, will 
be mapped as a connected node from the first token to the last token with an edge. The illustration is a table that is 
expanded in Figure 8 to become a graph that can be seen in Figure 9. 
 

 

Figure 9 - Graphic illustration formed by the R2RML approach from the extended table (Figure 8). 
 
2.4. Model 

The architectural model used in this research is Graph2Seq which consists of a graph encoder and a sequence decoder. 
The graph encoder will receive the graph that was created in the previous process and convert it into a vector which is 
then sent to the sequence decoder to produce text. This study uses GCN and Graphsage as graph encoders, each of which 
is paired with an RNN as a sequence decoder. Each GCN-RNN and Graphsage-RNN will be evaluated to see their 
performance in generating text from tables. 
 
2.5. Evaluation 

In this study, the proposed method will be evaluated using automated and human evaluation. In order to see the perfor- 
mance of the proposed method, the evaluation results were then compared with research from [11]. The automatic eval- 
uations used are BLEU, METEOR, ROUGE, and BertScore. The four measurements focus more on how well and 
correctly the data in the table appears in the resulting text. 
 
In addition, this study also uses human evaluation to measure the accuracy of facts and numerical reasoning in the 
resulting text. Inspired by [11], the evaluation in this study was carried out by three evaluators who each got 20 tables 
and result texts that were randomly selected from the test data. The factual accuracy and numerical reasoning of a text 
are calcu- lated separately by measuring how many facts or numerical reasoning agree and how many contradict. The 
questionnaire is designed to be able to carry out this evaluation. 
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3. RESULT AND DISCUSSION 
Table 2 - Evaluation results using automatic evaluation 

Dataset Input Model Bleu ↑ Rouge-L ↑ Meteor ↑ BertS ↑ 

numericNLG 
Linearization T5+Copy (Baseline) 5.45 28.15 19.16 86.54 

Graf GCN-RNN 4.50 28.39 22.68 86.15 
Graphsage-RNN 4.73 28.63 21.45 86.22 

 
Table 2 shows the average evaluation results from experiments on the two proposed models. In the numericNLG dataset, 
the Graphsage-RNN model has the highest Bleu value, namely 4.73, which means 0.72 smaller than the baseline. The 
two proposed models also have relatively similar numbers. This shows that the proposed model is not yet able to produce 
text that is close to the reference text. Nevertheless both proposed models show improvement on the evaluation of Rouge-
L and Meteor. The highest Rouge-L value was obtained on GraphsageRNN, namely 28.63 with a difference of 0.48 from 
the baseline. Improvement was also shown by GCN-RNN although with a relatively small difference. However, it can 
be said that the two proposed models have better capabilities than the baseline in the Rouge-L evaluation. Meanwhile, in 
the Meteor evaluation, the two proposed models showed quite good improvements as seen in GCN-RNN which obtained 
the highest score, namely 22.68 or 3.52 better than the baseline. Meanwhile, in the Bertscore metric, Graphsage-RNN 
obtained a score of 86.22, which means it has a difference of 0.32 below the baseline. Similar values were also shown by 
the other two models, indicating that the three proposed models have the same capabilities as the baseline model based 
on Bertscore. 

Table 3 - The evaluation results use automatic evaluation based on table type. 
Dataset Model Type Bleu ↑ Rouge-L ↑ Meteor ↑ BertS ↑ 

numericNLG 
GCN-RNN Single 4.14 28.01 22.92 86.21 

Composed 4.57 28.02 22.20 86.14 

Graphsage-RNN Single 3.92 28.49 22.77 86.14 
Composed 4.86 28.40 21.78 86.15 

 
Table 3 provides a detailed evaluation of the two models based on their table types: single-cell-subject tables and 
composed-subject tables. The test data for numericNLG includes 23 single-cell-subject tables and 112 composed-subject 
tables. Overall, both models perform better on single-cell-subject tables, although the differences in results are minimal. 
Notably, GCN-RNN demonstrates superior performance compared to Graphsage-RNN in terms of Meteor and BertS 
scores. 

Table 4 - The results of the evaluation use human evaluation. 

Model Descriptive Facts Inffered Facts 
#Supp #Cont %Cont ↓ #Supp #Cont %Cont ↓ 

T5+Copy (Baseline) 0.04  0.04  50.00  0.78  0.57  42.62  
GCN-RNN 0.06  0.06  50.00 0.74  0.76  50.67  

Graphsage-RNN 0.06  0.05  45.45 0.82  0.59 41.54  

 
Table 4 shows the results of human evaluation to show which model is better at reducing the appearance of intrinsic 
hallucinations in the generated text. The evaluation results show a comparison of the two proposed models, namely GCN-
RNN and Graphsage-RNN on the numericNLG dataset. In numericNLG, the highest percentage of fact errors was 
obtained by GCN-RNN, namely 50.00%. This value shows that the model produces text with the appearance of incorrect 
facts amounting to 50.00% of the total facts that appear in the resulting text. At the same time, this value is the same as 
that obtained by the baseline model. However, what is different is the number of fact occurrences between GCN-RNN 
and the baseline. GCN-RNN brings up more facts from the table, namely 0.06. Next is GraphsageRNN which has the 
smallest fact error value compared to other models, namely 45.45%. This value shows that Graphsage-RNN can reduce 
the occurrence of factual errors. 
 
Then in terms of reducing extrinsic hallucinations in numericNLG, GraphsageRNN also has better results than GCN-
RNN and baseline. Graphsage-RNN obtained a percentage of 41.54%. This value shows that Graphsage-RNN is better 
at reducing hallucinations than GCN-RNN in terms of factual accuracy from the source table. Even though Graphsage-
RNN has almost the same number of reasoning errors as the baseline, Graphsage-RNN is more capable of producing 
more precise conclusions than the baseline model. 
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Table 4 - Sample text generated from the proposed model on the numericNLG datasets. 
Model Generated Text 

numericNLG 

GCN-RNN 

 
table 3 shows the results of our model on the satisfaction comparison with previous work on 
the satisfaction comparison with previous work . table 2 shows the results of our model on the 
test set. the results are shown in table 2 and table 2. we can see that our proposed model 
outperforms all the baseline models in terms of bleu scores. 
 

Graphsage-RNN 

 
Table 3 shows the results of our model on the single-label test set. the first block shows the 
results of our model and the baselines on the test set. we can see that our proposed model 
achieves the best results in terms of accuracy and f1 score in terms of accuracy and f1 score on 
the test set.  
 

 

4. CONCLUSION 
The research proposes a Graph2Seq-based model in solving T2XG tasks with numerical reasoning. This research uses 
the numericNLG dataset, which is a dataset consisting of tables and descriptions from scientific papers. We conducted 
experiments using two pairs of graph encoders and sequence decoders, namely GCN-RNN and Graphsage-RNN. The 
experiment was evaluated using automatic evaluation, namely Bleu, Rouge-L, Meteor, and Bertscore to measure the 
closeness of the resulting text to the reference text from the dataset. Apart from that, human evaluation was also carried 
out to measure the possibility of hallucinations from the resulting text. 
 
Based on the results of the automatic evaluation, experiments conducted on the numericNLG dataset show that the two 
proposed models, namely GCN-RNN and Graphsage-RNN, have capabilities that are close to those of the baseline model, 
namely T5. This can be seen from the Bleu and Bertscore of the proposed model which is not much different from the 
baseline and the Rouge-L and meteor values are better than the baseline. So it can be concluded that based on the 
automatic evaluation the application of Graph2Seq to the T2XG task has the same performance as the baseline model. 
 
Meanwhile, in human evaluation, the proposed model, namely Graphsage-RNN, is more able to reduce the possibility of 
hallucinations appearing in text compared to the baseline model and GCN-RNN on the numericNLG dataset. Even though 
the evaluation results show a slight difference, this means that the implementation of Graph2Seq in T2XG, especially 
Graphsage-RNN, has good performance because it has almost the same results as PLMs in generating text and is better 
at reducing hallucinations in text. However, the problem of hallucinations is still an issue that can be explored more 
deeply. This is because the model that has been trained is still susceptible to confusion in maintaining the accuracy of the 
resulting text. Apart from that, the variations in the resulting text are still an interesting issue to work on in the future. 
 
Apart from that, Graph2Seq has the potential to have better performance in the future by using a better decoder such as 
a transformer or combining it with a pretrained model such as T5 or by using a larger number of datatrains. Another thing 
that might be done in the future is to combine it with a pipeline-pattern which has the ability to control hallucinations 
better. 
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